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Amidst the rapid advancements in experimental technology, noise-intermediate-scale quantum (NISQ) de-
vices have become increasingly programmable, offering versatile opportunities to leverage quantum computa-
tional advantage. Here we explore the intricate dynamics of programmable NISQ devices for quantum reservoir
computing. Using a genetic algorithm to configure the quantum reservoir dynamics, we systematically enhance
the learning performance. Remarkably, a single configured quantum reservoir can simultaneously learn multiple
tasks, including a synthetic oscillatory network of transcriptional regulators, chaotic motifs in gene regulatory
networks, and the fractional-order Chua’s circuit. Our configured quantum reservoir computing yields highly
precise predictions for these learning tasks, outperforming classical reservoir computing. We also test the config-
ured quantum reservoir computing in foreign exchange (FX) market applications and demonstrate its capability
to capture the stochastic evolution of the exchange rates with significantly greater accuracy than classical reser-
voir computing approaches. Through comparison with classical reservoir computing, we highlight the unique
role of quantum coherence in the quantum reservoir, which underpins its exceptional learning performance. Our
findings suggest the exciting potential of configured quantum reservoir computing for exploiting the quantum
computation power of NISQ devices in developing artificial general intelligence.

I. INTRODUCTION

The past two decades have witnessed rapid developments in
quantum technologies. The advancements in quantum compu-
tation have been particularly impressive, with demonstrations
of quantum advantage on certain tasks using NISQ devices,
such as random circuit sampling [1] and boson sampling [2].
The search for practical applications with NISQ devices [3]
has received immense research efforts, leading to the creation
of several quantum computing approaches such as the quan-
tum approximate optimization algorithm [4–6], the variational
quantum eigensolver [6–8], and adiabatic quantum compu-
tation [9–12]. Recently, a novel computation framework,
known as quantum reservoir computing (QRC) [13], has
emerged. The QRC framework accomplishes machine learn-
ing tasks by mapping the input signal to a high-dimensional
space having complex quantum superposition, which connects
to the desired output through a linear regression model or a
relatively simple neural network. This approach to harness-
ing the power of quantum computation has attracted rapidly
growing attention due to its unique experimental accessibility
to NISQ devices [14–18].

In current QRC models, the many-body Hamiltonian that
governs the quantum reservoir dynamics remains fixed and
untouched during the learning process. However, it has been
found that different Hamiltonian constructions can lead to
significantly different learning performance [13, 14, 19, 20].
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To maximize the learning performance, a guiding principle
for constructing the Hamiltonian has been proposed, which
involves engineering the reservoir dynamics near the phase
boundary of quantum ergodicity [14, 19]. It has been found
that quantum criticality enhances the QRC capability. Despite
these advances, the learning tasks achieved by QRC are still
relatively restricted to simple tasks, such as parity checking,
short-term memory, and small-scale NARMA tasks. Further
innovations are required for the development of QRC for more
complex learning tasks, and for artificial general intelligence.

Here, we propose a novel approach to QRC that enables si-
multaneous learning of multiple complex tasks. Our approach
configures the quantum reservoir dynamics to optimize per-
formance on multiple tasks using a genetic algorithm, analo-
gous to the biological evolution of human intelligence. Con-
figured quantum reservoirs exhibit sufficient computational
capacity to tackle real-world problems. Through numerical
tests, we demonstrate that a single configured quantum reser-
voir can handle multiple tasks including synthetic oscillatory
networks of transcriptional regulators [21], chaotic motifs in
gene regulatory networks [22], and fractional-order Chua’s
circuits [23]. In all cases, the configured quantum reser-
voirs significantly outperform the echo state network (ESN)
method [24], a widely used approach in classical reservoir
computing [25–29]. We attribute the quantum advantage
of the configured quantum reservoirs to the quantum coher-
ence embedded within the quantum reservoir. Furthermore,
we apply our approach to FX market applications, specifically
predicting the exchange rates of GBP/USD, NZD/USD, and
AUD/USD with significantly greater accuracy than classical
reservoir computing approaches investigated in previous stud-
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FIG. 1. The schematic diagram of the configured quantum reservoir computing for multi-task machine learning. The forward process
denotes multi-task quantum reservoir computing. In this process, the inputs of three tasks are sequentially injected into the quantum reservoir.
The initial time evolution steps of the reservoir are used for a standard information washout. The observables of the quantum reservoir are
collected and then transformed to compute the outputs by a linear regression model. The backward process represents configuring the quantum
reservoir by a genetic algorithm. During this process, the total loss function of three tasks is evaluated and the quantum reservoir is optimized
accordingly. The forward and backward processes are iterated until the loss function converges.

ies [30]. This study demonstrates outstanding learning per-
formance and the remarkable transferability of our configured
quantum reservoir computing. Multi-task learning with con-
figured quantum reservoirs provides a compelling computa-
tional model for establishing the quantum advantage of NISQ
devices in practical applications and paves the way for further
development of artificial general intelligence.

II. THE THEORETICAL FRAMEWORK

The theoretical framework of our configured quantum
reservoir computing is illustrated in Fig. 1. The quantum
reservoir dynamics is governed by a parameterized Hamilto-
nian Ĥ(θ), where θ represents the controllable parameters of
the reservoir. These parameters are configured to optimize the
overall learning performance. The input and output setup of
this quantum machine learning model remains consistent with
the conventional quantum reservoir computing [13]. Both the
input and output are time sequences denoted as column vec-
tors, sk and yk, respectively, with k ∈ [1,K] labeling the time
steps. The input and output signal dimensions, din (dout), are
determined by the learning task to perform.

The input signal is sequentially injected into the quantum
reservoir, where the injection corresponds to projective mea-
surements of the first few (ddin/2e) reservoir qubits, followed
by resetting them to product states that encode the input sig-
nal (see Methods). The quantum reservoir is let evolve for a
certain time duration (τ) in between two successive injections.
We perform a series of Pauli measurements within each time

duration, with the results stored as a column vector Ak, which
depends on θ and {sk< } ≡ {sk′∈[1,k]}. These quantum measure-
ment results are then transformed into the final output of the
QRC through a linear regression model, yk = W · Ak + B,
which is matched to the learning target y?k . The weights (W
and B) are determined by minimizing their difference. The
quantum reservoir parameters are configured by minimizing
the objective function,

min
θ

min
W,B

∑
sk

∥∥∥W · Ak({sk< }; θ) + B − y?k ({sk< })
∥∥∥

 , (1)

where
∑

sk
represents summing over different input sequences

of the training dataset. The quantum reservoir configuration,
namely minθ, is performed by a classical genetic algorithm.
The details are provided in Methods.

The configured quantum reservoir computing has a poten-
tial quantum advantage, for the computation cost of Ak(sk< ; θ)
on a classical computer scales exponentially with the number
of qubits. Configuring the quantum reservoir is to optimize its
computation capability in the context of reservoir computing.

To achieve multi-task learning, we use a single quantum
reservoir, i.e., task independent, and allow the weights of the
linear regression model to be task dependent, for determining
the weights of the linear model is much less costly than the
quantum reservoir. The quantum reservoir is configured to op-
timize the overall learning performance on multiple tasks. In
this way, we investigate whether a single configured quantum
reservoir has the capability of learning multiple tasks simulta-
neously.
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In this work, we choose a fully connected transverse-field
Ising model as our quantum reservoir,

Ĥ =
∑
i, j

Ji jσ̂
X
i σ̂

X
j +

∑
i

hiσ̂
Z
i , (2)

where σ̂X and σ̂Z are two Pauli operators. The quantum reser-
voir parameters are then Ji j and hi, and having n number of
reservoir qubits, we have a total number of n(n + 1)/2 such
parameters. In the numerical simulations presented in this pa-
per, we choose n = 6, unless specified. We expect the learning
performance can be further improved by increasing the num-
ber of qubits, for larger number of qubits necessarily produce
more complex reservoir dynamics.

III. THE PERFORMANCE ON MULTI-TASK LEARNING

We apply the configured quantum reservoir computing to
diverse applications, including a synthetic oscillatory network
of transcriptional regulators, chaotic motifs in gene regula-
tory networks, fractional-order Chua’s circuits, and FX mar-
ket forecast. The first three learning tasks are described by
deterministic differential equations to be illustrated in detail
below. The last task serves as one example having stochastic
uncertainty.

In standard machine learning applications of reservoir com-
puting, it is typical to use the reservoir to predict the fu-
ture evolution of the time sequence in the training dataset
[13, 14, 19, 31, 32]. The time sequence to predict thus fol-
lows the same rule as the training dataset. Here, we purposely
make the learning more challenging to evaluate the potential
of our configured quantum reservoir computing. The quan-
tum reservoir is configured by optimizing the performance on
the training datasets and is left untouched during testing. To
generate test datasets, we use different parameters from those
of the training dataset in the differential equations that de-
scribe the deterministic learning tasks (Methods). For the FX
market task, we use AUD/USD and NZD/USD rates to train
the quantum reservoir and test its prediction accuracy using
GBP/USD.

To quantify the performance on different learning tasks, we
introduce a normalized mean squared error (NMSE),

NMSE =

∑
k

∥∥∥yk − y?k
∥∥∥

2∑
k ‖yk‖2

. (3)

This characterizes the learning performance on different tasks
at equal footing by normalization and can be used to demon-
strate the advantage of our configured quantum reservoir com-
puting over other approaches including classical reservoir
computing and conventional quantum reservoir computing.

A. Gene regulatory networks

Many complex biological processes can be modeled as dy-
namical systems through regulatory networks [33, 34]. So,

inferring the dynamical behavior of gene regulatory networks
from gene expression data is vital to understanding the func-
tions of biological systems [35, 36]. Here, we seek to apply
quantum reservoir computing to learn the dynamics of gene
regulatory networks. A representative example is the syn-
thetic oscillatory network of transcriptional regulators, which
has been proposed to model the functionality of intracellular
networks [21]. This network consists of three transcriptional
repressors, LacI, TetR, and CI, which interact with each other
through mutual inhibitions. Their interactions are illustrated
in Fig. 2a. The feedback mechanism in this network results in
complex dynamics of great interest to biological systems.

Quantitatively, the kinetics of the synthetic oscillatory net-
work is described by six coupled differential equations:

dmi

dt
= −mi +

α

1 + phn
j

+ α0, j = CI,LacI,TetR

dpi

dt
= −β(pi − mi), i = LacI,TetR,CI

(4)

Here, pi represents repressor-protein concentrations, and mi
represents corresponding mRNA concentrations. The num-
ber of protein copies per cell produced from a given promoter
type is α0, in the presence of saturating amounts of the repres-
sor, and α + α0 in its absence. The protein decay rate relative
to the mRNA is represented by the ratio β. The mRNA con-
centration is regulated by the corresponding repressor-protein,
denoted by α/(1 + phn

j ), with hn representing the Hill coeffi-
cient [21].

In constructing the training and test datasets, we discretize
the differential equations by choosing a time step δt = 0.05.
Other parameter choices are provided in Methods. The param-
eters for producing the training and test datasets are deliber-
ately chosen to be different. With the quantum reservoir con-
figured on the training dataset, we apply the quantum reser-
voir computing to the test dataset. The weights of the linear
regression model are determined by the first 6000 steps of the
time sequence. The configured quantum reservoir computing
is used to predict the 100 forward steps. Its comparison with
the accurate time sequence is shown in Fig. 2a. The prediction
for the protein concentration correctly captures the mutual in-
hibition and the resultant oscillatory behavior of the network
model, with the discrepancy barely noticeable. The maximum
NMSE for this task is at the level of 10−10.

The second gene regulatory network we investigate is a
chaotic motif task, as shown in Fig. 2b. Chaotic motifs are
minimal structures with simple interactions that can generate
chaos in biological networks [22]. The chaotic dynamics are
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FIG. 2. Application of configured quantum reservoir computing on gene regulatory networks. a, a synthetic oscillatory network of
transcriptional regulators. The transcriptional repressors, LacI, TetR, and CI interact with each other via mutual inhibitions. Our approach
correctly captures the oscillatory dynamics of the protein production, with an error unnoticeable in this plot. b, a chaotic motif gene regulatory
network. This represents a biological network that can generate chaotic dynamics. In both a and b, the inhibitory interactions are illustrated by
black arrows, and the activation interactions are illustrated by red arrows. The solid lines and the dotted lines with circles represent the actual
dynamical evolution, and the quantum reservoir prediction, respectively, in testing. We simulate 6100 timesteps to create the testing dataset.
The initial 1000 steps are used for the reservoir washout (Methods). The first 5000 steps are taken for determining the weights in the linear
regression model. The final 100 steps are used to test the prediction accuracy.

described by the following differential equations,

dp1

dt
= −p1 +

κhn

κhn + phn
3

phn
2

κh + ph
2

,

dp2

dt
= −p2 +

κhn

κh + phn
4

,

dp3

dt
= −p3 +

κhn

κhn + phn
2

phn
3

κhn + phn
3

,

dp4

dt
= −p4 +

phn
1

κhn + phn
1

,

(5)

where pi (pi ∈ [0, 1]) represents the expression level of i-th
gene. The regulatory interactions of genes are modeled by
Hill functions with the cooperativity exponent hn and the ac-
tivation coefficient κ [33]. As in the last learning task, we
discretize the dynamics with a timestep δt = 0.035, and use
the configured quantum reservoir to predict 100 forward steps.

The results are shown in Fig. 2b. As the chaotic motif rep-
resents a more challenging task than the oscillatory network,
our configured quantum reservoir computing only captures the
dynamics of the first 80 steps, with an NMSE of 10−4. How-
ever, for the final 20 steps, the accuracy of the prediction de-

creases, having a sizable discrepancy (Methods). It is worth
noting that we use different parameters in Eq. (5) to generate
the training and test datasets. In the case of the chaotic be-
havior of the dynamics, the time sequences in the training and
test datasets differ significantly due to chaos. Achieving ac-
curate predictions for the first 80 steps of chaotic motifs is a
noticeable achievement, indicating that our configured quan-
tum reservoir computing correctly models the chaotic fea-
tures. Moreover, we confirm that the discrepancy can be fur-
ther resolved by increasing just one more qubit (Supplemen-
tary Information).

With the successful applications of the configured quantum
reservoir computing technique on inferring the dynamical tra-
jectories of gene regulatory systems, it is expected that this
method will serve as a generic approach for modeling biologi-
cal systems. A single configured quantum reservoir has the ca-
pability to reproduce multiple complex processes, which may
display oscillatory or chaotic features. This presents a new
avenue for modeling the dynamics and revealing the underly-
ing mechanism of intricate biological processes using quan-
tum reservoirs.
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FIG. 3. Fractional-order Chua’s circuit. The figure shows the structure of the circuit and the prediction of the configured quantum reservoir
computing. The circuit dynamics are represented by four components, x(t), y(t), z(t), and w(t), whose time evolution are described by fractional
differential equations. The dynamical variables x, and y correspond to the voltage on the capacitors C1 and C2, in units of volts; z and w
correspond to the current through the inductor L1 in ampere, and w the magnetic flux through the memristor in weber.

B. Fractional-order Chua’s circuit

We also apply the configured quantum reservoir computing
to a fractional order Chua’s circuit. The quantum reservoir
applied here remains exactly the same as used for gene reg-
ulatory networks. The memristor in this circuit (Fig. 3) pro-
vides nontrivial nonlinearity described by fractional deriva-
tives (Methods), which could produce even more complex
dynamics than conventional chaotic systems [37–39]. Frac-
tional order chaos has generated much research interest [40–
42] for their applications in describing complex circuits [23,
43, 44] and fundamental distinction from the integer-order
chaos [45].

The dynamics of the circuit in Fig. 3 is characterized by
x(t), y(t), z(t), and w(t). Here, x, and y are the voltage on the
capacitors C1 and C2, in units of volts, z the current through
the inductor L1 in ampere, and w the magnetic flux through the
memristor in weber. To construct the fractional order Chua’s
circuit, the electronic elements C1, C2, L1, and the memris-
tor, take fractional orders q1, q2, q3, and q4 (Methods). As
a test example, we choose R1 = 100/130KΩ, R2 = 100KΩ,
and R3 = −200/3KΩ, L1 = 10mH/s1−q1 , C1 = 1µF/s1−q2 ,
C2 = 10µF/s1−q3 . The memristor M(φ) is a flux-controlled
device, whose current (IM) depends both its voltage (VM) and
flux (φM). Its property is described by IM = f (φM)VM and
f (φ) is a piecewise-linear function, f (φ) = 3µS · s1−q4 , |φ| <
1Wb; f (φ) = 8µS · s1−q4 , |φ| > 1Wb. As shown in Fig. 3,
the fractional Chua’s circuit develops intricate nonlinear dy-
namics much more complex than standard LC circuits. This
circuit has nontrivial features such as saturation of the voltage
on C2, the non-monotonic dynamics of the voltage on C1, and
the anti-correlation between the current through L1 and the
magnetic flux through the memristor. Despite the complex-
ity, our configured quantum reservoir computing is capable of
producing quantitatively correct dynamics upto one second.
The nontrivial features of the circuit have been correctly cap-
tured by the quantum reservoir. The NMSE for this task of

learning fractional order chaos still reaches 10−4. This further
demonstrates the exceptional learning capacity of our config-
ured quantum reservoir computing.

C. FX market forecast

To demonstrate the configured quantum reservoir comput-
ing also applies to stochastic time sequence predictions, we
investigate the applications on the FX markets. For the com-
plexity induced by stochastic fluctuations that make this task
drastically different from those deterministic tasks studied
above, we choose the qubit number n = 8, and retrain the
quantum reservoir using the FX market data. We adopt a
sliding window approach that has been developed in using
reservoir computing for Fintech tasks [46]. The price at day
t + 1 to predict is modeled as an output yk with a dimension
dout = 1. The prices in the 6 prior trading days are taken to
form an input signal, sk, with a dimension din = 6. The reser-
voir parameters (θ) are trained according to the AUD/USD
and NZD/USD exchange rates in the period from February 8,
2018 to May 19, 2022 (Eq. (1)). The learning performance
is tested on GBP/USD (Fig. 4) from February 12, 2022 to
May 19, 2022. The configured quantum reservoir prediction
has reasonable accuracy, and it closely reproduces the move-
ment of the ground truth curve. The corresponding NMSE
reaches 10−5, which means the relative error of our predic-
tion is

√
NMSE ≈ 0.3%. Despite having only eight qubits in

the quantum reservoir, our prediction exhibits one-order-of-
magnitude improvement in accuracy when compared to pre-
vious studies using classical reservoir computing with even
more than one hundred reservoir nodes [30]. It is worth re-
marking here that the day-to-day fluctuations of the GBP/USD
exchange rate are about 2%. This implies that quantum reser-
voir computing potentially creates room for significant arbi-
trage if more quantum computing resources are provided.

We also carry out alternative tests where we take two
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FIG. 4. FX market forecast. Here, we present the prediction results for GBP/USD by configured quantum reservoir computing. The
quantum reservoir is trained on the AUD/USD and NZD/USD exchange rates in the period from February 8, 2018 to May 19, 2022, and is then
applied to GBP/USD. The solid and dotted lines represent the actual exchange rate and the quantum reservoir prediction, respectively. In this
application, we use 8 qubits for the quantum reservoir. The relative error of our prediction is

√
NMSE ≈ 0.3%. This is already significantly

smaller than the day-to-day fluctuations, which are about 2%.

of AUD/USD, NZD/USD, and GBP/USD exchange rates as
training data, and the other one for testing. The resultant pre-
diction accuracy is at the same level as presented in Fig. 4
(Supplementary Information).

IV. THE EMERGENT QUANTUM ADVANTAGE

We have demonstrated outstanding performance in predic-
tion accuracy and transferability through the implementation
of the configured quantum reservoir computing in the afore-
mentioned learning tasks. In order to characterize the quan-
tum effects in the learning process, we conduct a direct com-
parison with ESN, a prevalent classical reservoir computing
method, where we observe considerable quantum advantage.
We attribute the exceptional learning capability of the con-
figured quantum reservoir computing to quantum coherence,
which is validated by constructing synthetic models that allow
for control of the degree of quantum coherence.

A. Comparison with classical reservoir computing

ESN is a widely used classical reservoir computing model.
Having Nnode number of reservoir nodes, its nonlinear dynam-
ics is described by the evolution of a Nnode-dimensional vector
xk,

xk = tanh(M · xk−1 + D · sk). (6)

The output is defined by, yk = W · xk + B. In defining the non-
linear reservoir dynamics in Eq. (6), D is an encoding matrix
(Nnode × din) with matrix elements randomly chosen between
−1 and 1 [13, 24], and the coupling matrix M contains N2

node
reservoir parameters. These reservoir parameters are config-
ured with the same genetic algorithm using the same setting

as the configured quantum reservoir computing for a fair com-
parison. The only difference in ESN from quantum reservoir
computing is that the reservoir dynamics are classical.

In Fig. 5, we choose Nnode = 6 (equal to the number of
qubits) for ESN. The number of reservoir parameters in the
classical model is about two times of the quantum model for
the learning tasks. ESN is performed on the deterministic
learning tasks described in Sec. III. Fig. 5a shows the training
loss, namely the NMSE on the training dataset. In the train-
ing iteration by the genetic algorithm, although the decrease
in the training loss of ESN is somewhat more systematic than
the quantum model, the optimal training loss (Lopt) for the
latter is considerably lower. For the classical model, we have
Lopt = 0.1, and for the quantum model,Lopt = 2.8×10−5. The
comparison in the prediction accuracy on the testing dataset is
also dramatic (see Fig. 5b). For an extended period of evolu-
tion time, the prediction of the quantum model is four orders
of magnitude more accurate than the classical model. We also
examine the performance of ESN with a much larger number
of reservoir nodes, upto Nnode = 120 (see Supplementary In-
formation). The training loss can be improved to 5.0 × 10−6,
but the prediction accuracy is still much (four orders of mag-
nitude) worse than our configured quantum reservoir com-
puting. This implies that learning with the quantum model
is significantly more transferable than the classical approach.
These results demonstrate an affirmative advantage in the con-
figured quantum reservoir computing over the corresponding
classical approach in multi-task machine learning. The quan-
tum approach has a surprisingly larger degree of transferabil-
ity.

To characterize the quantum correlation effects present in
the reservoir Hamiltonians, we provide the entanglement en-
tropy S A [47] of the Hamiltonian eigenstates and the tripartite
mutual information I3(A; C,D) [48, 49] of the unitary time
evolution operator exp (−iĤ(θ)τ) in Fig. 5(c, d). In the cal-
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b c d

FIG. 5. The emergent quantum advantage with configured quantum reservoir computing. a, the training loss during the optimization
iteration by the genetic algorithm. The solid lines represent the averaged value, and the shaded region surrounding them illustrates the
distribution of different reservoir configurations searched by the genetic algorithm. b, the reservoir prediction accuracy on the testing dataset.
c, the bipartite entanglement entropy of the eigenstates of the quantum reservoir Hamiltonian. d, the tripartite mutual information I3(A,C,D)
of the unitary time evolution operator of the quantum reservoir. In c and d, we average over the searched reservoir configurations. Here, we
choose Nnode = 6 for ESN, and qubit number n = 6 for the quantum model. Both classical and quantum reservoirs are trained and applied
to gene regulatory networks and fractional order Chua’s circuit models. The setting of the genetic algorithm for optimization is identical for
them, for the fairest comparison.
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FIG. 6. The origin of quantum advantage. We study the computing performance of two types of reservoirs, random permutation and random
unitary (see the main text). For the former, the degree of quantum coherence (QC) systematically increases as we increase the encoding angle
(η) from 0 to π/2. For the latter, it stays constant. Here, QC is averaged over the searched reservoir configurations and different time steps.
Reservoir computing is performed on short-term memory (STM) and parity check (PC) tasks. We choose the qubit number n = 8 here. We
observe systematic improvement in the prediction accuracy with increasing η for the random permutation model, whereas the performance
remains roughly the same for the random unitary model.

culation, we choose the subregion A to be the first one, two,
or three qubits, the subregion C the same as A, and D the rest
of the reservoir system. The training of the quantum reser-
voir starts from randomly initialized non-local Hamiltonians
(Eq. (2)). These models have efficient information scrambling
power but have limited memory storage as the reservoir would
quickly undergo thermalization [14]. During the training pro-
cess, a rapid improvement in the training loss is observed at

the early stages, accompanied by an almost linear increase
in the tripartite information and a linear decrease in the av-
erage eigenstate entanglement. This suggests that the quan-
tum reservoir becomes less scrambled and non-thermal. The
quantum correlations as measured by entanglement entropy
and mutual information saturate at the late stage of the train-
ing. Prior to that, the training loss develops a notable bump,
which correlates with a rise in the entanglement entropy and
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a drop in the mutual information. This confirms the learning
power of the quantum reservoir is indeed closely related to
the intricate quantum correlation effects embedded within the
quantum reservoir.

B. The origin of quantum advantage

In previous studies on quantum speedup, it has been estab-
lished that the quantum advantage exhibited by various quan-
tum algorithms stems from quantum coherence. It has been
shown to be an essential resource for the Deutsch-Jozsa al-
gorithm [50], as well as a crucial factor in quantum ampli-
tude amplification, which leads to the quadratic speedup in
Grover search [51, 52]. In order to understand the superior
learning power of our configured quantum reservoir comput-
ing, we seek to investigate the quantitative impact of quantum
coherence on learning performance.

We construct a quantum reservoir computing model in
which we can systematically adjust the degree of quantum co-
herence. Here we consider learning tasks with din = dout = 1
for simplicity. An encoding angle η is introduced to control
the degree of quantum coherence. The one-dimensional in-
put signal sk is injected to the reservoir by measuring the
first qubit followed by resetting it to |ψsk〉 =

√
sk |η〉+ +

√
1 − sk |η〉−, with |η〉± the two eigenstates of sin ησ̂x+cos ησ̂z.

The reservoir dynamics is generated by random permutation
of the computation basis, implemented by performing ten
exchanges of basis states between two successive input sig-
nal injections. With the encoding angle η = 0, this pro-
cess does not produce any quantum entanglement and con-
sequently, the reservoir state remains separable. In contrast,
for 0 < η < π/2, the reservoir state contains coherent quan-
tum superposition among the computation basis states, and the
permutation process creates sufficient quantum entanglement,
making the reservoir no longer separable. Quantitatively, the
degree of quantum coherence is measured by the l1 norm of
the off-diagonal part of the density matrix ρod as,

QC ≡ ‖ρod‖l1 . (7)

The performance of the random permutation model is ex-
amined on short-term memory and parity check, two standard
reservoir computing tasks widely used for benchmarking the
learning capacity [53, 54]. The corresponding time sequence
functions are yS T M

k = sk−τB and yPC
k = (

∑τB
q=0 sk−q) mod 2,

where τB is the time delay and sk takes binary values of 0
or 1. We average over 100 random instances for sk, and sim-
ulate 5000 time steps. The first 1000 steps are used for the
washout [13], and the next 3000 steps are taken for determin-
ing the weights of the linear model (Sec. II). The final 1000
steps are reserved for testing the reservoir performance. As
shown in Fig. 6a, the learning performance monotonically in-
creases for both short term memory and parity check, as we in-
crease the encoding angle η. This improvement is systematic
for various choices of time delay. The systematic improve-
ment of the learning performance correlates with the degree
of quantum coherence in the quantum reservoir.

As a comparative study, we also examine the performance
of a random unitary quantum reservoir on the same learning
tasks. The random unitary model is deliberately set to be the
same as the random permutation, except the procedure of ba-
sis state exchange is replaced by a Haar random unitary. The
quantum reservoir then involves sufficient quantum superpo-
sition, irrespective of the encoding angle. With the random
unitary model, we find that the learning performance on short
term memory and parity check remains more or less unaf-
fected by increasing the encoding angle (Fig. 6(b)), which is
consistent with the fact of quantum coherence being constant.

Based on our findings with the random permutation and
random unitary models, we attribute the superior learning ca-
pability of quantum reservoir computing to the presence of
quantum coherence in the quantum reservoir system. This
suggests that the complexity of quantum many-body systems,
which cannot be simulated efficiently by classical computing,
offers valuable resources for machine learning applications.

V. CONCLUSION

We have presented a novel approach to quantum reser-
voir computing, which outperforms classical reservoir com-
puting in multi-task machine learning. Our approach has been
demonstrated on gene regulatory networks and fractional or-
der Chua’s circuits, where the quantum approach with six
qubits achieved comparable performance to classical reser-
voirs with hundreds of nodes on the training dataset, but four
orders of magnitude higher accuracy on the testing dataset.
Furthermore, our approach shows significant improvement in
the prediction accuracy of FX market forecasts compared to
previous reservoir computing studies. These results highlight
the potential of configured quantum reservoir computing to
achieve quantum advantage in NISQ devices, which exhibit
complex quantum dynamics that are not efficiently simulat-
able by classical resources. We attribute the superior compu-
tation power of our approach to the quantum coherence em-
bedded in the quantum reservoir dynamics. Overall, our find-
ings offer a promising avenue for quantum-enhanced machine
learning with practical applications.

VI. METHODS

A. Encoding protocol

The quantum reservoir dynamics is described by a density
matrix ρ(t) in the computation basis (the Pauli-σ̂Z eigenba-
sis). At the time t = 0, the quantum dynamics starts from an
infinite temperature state with ρ(0) = 1/2n. At each sequen-
tial injection of the input signal as labeled by k, the first din/2
qubits are measured in the computation basis, and then reset
to

⊗
din/2
j=1

[ √
1 − sk(2 j − 1) |+〉 + e−isk(2 j)

√
sk(2 j − 1) |−〉

]
, (8)

with j indexing the qubits, sk(. . .) the elements of the sk vector,
and |±〉 the eigenstates of the Pauli-σ̂X operator. The perfor-
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mance of using a different basis for encoding (Pauli-σ̂Z basis)
is provided in Supplementary Information. The information
of the input signal is thus encoded in the amplitude and the
phase degrees of freedom of the reservoir qubits upon the in-
jection. During each time interval (τ) between the successive
injections, the quantum reservoir is let evolve according to a
parameterized Hamiltonian [Ĥ(θ)],

ρ̂(kτ + ∆t) = e−iĤ(θ)∆tρ̂(kτ)eiĤ(θ)∆t. (9)

For the readout, each time interval, τ, is further split into
multiple (V) subintervals, and the measurements are per-
formed in the Pauli-σ̂X , σ̂Y , and σ̂Z basis at the end of each
subinterval, to build the final quantum reservoir output. The
measured quantum expectation values correspond to a result
tensor Ak,v, j,a = (Tr[ρ̂(kτ + τv/V)σ̂a

j ]), with v, j, and a in-
dexing the subintervals, qubits, and the three Pauli operators,
respectively. For computation convenience, the result tensor
is flattened into a vector, Ak. The final output is produced by
acting a linear regression model on Ak.

B. Determination of the weights of the linear regression model

In both the quantum reservoir training and the applications
to the learning tasks, the weights of the linear regression
model are determined by minimizing

∑
k

(
yk − y?k

)2
. More

specifically, the time sequences are divided into three groups,
k < G0, and G0 ≤ k < G1, and G1 ≤ k < K. The time se-
quences in the first group are used to guide the quantum reser-
voir dynamics following the standard washout technique in
reservoir computing [13, 24]. The data in the second group is
used to determine the weights of the linear regression model,
which is efficiently performed by matrix multiplication [13].
The third group is used to characterize the performance of the
quantum reservoir by computing the NMSE. In training the
quantum reservoir, the NMSE for the third group is taken as
the cost function to configure the reservoir parameters θ.

For the learning tasks of gene regulatory networks and frac-
tional order Chua’s circuit, we use G0 = 1000, and G1 = 6000,
K = 6100. For the FX market forecast, we use G0 = 200,
G1 = 1000, and K = 1100.

C. Training of the quantum reservoir by a genetic algorithm

With the cost function determined as described above, the
quantum reservoir parameters θ are configured accordingly by
a standard genetic algorithm (GA). The GA is initialized with
a population size of 200. Half of the population is generated
randomly by sampling the Hamiltonian parameters in Eq. (2),
and the other half is obtained from Refs. 13, 14, 19, and 31,
with 25 initial populations provided for each type of four
quantum reservoir models from the previous literatures. Alter-
natively, we can also randomly initialize the population with-
out invoking any prior knowledge, which we also have ex-
amined and found no significant difference (Supplementary
Information).

D. Training and testing datasets

For all the deterministic learning tasks, the training and test-
ing datasets are obtained by solving the differential equations
using the 4-th order Runge Kutta method. The numerical re-
sults are normalized to fit in the window of [0, 1], in order to
treat different tasks on equal footing.

For the oscillatory gene regulatory network as described by
Eq. (4), the training data is generated by taking α = 400,
α0 = 0.4, h = 2, and β = 5. The testing data is generated
using a different set of parameters, α = 500, α0 = 0.5, h = 2,
and β = 5. We choose a time step δt = 0.05 in generating
the time sequences. For the chaotic motif gene regulatory net-
work (Eq. (5)), the parameters for the training data are h = 2.5
and k = 0.134, and the testing data are h = 2.49 and k = 0.135.
The time step used for this learning task is δt = 0.035. For
both the oscillatory and the chaotic motif gene regulatory net-
works, we generate a total number of 6100 time steps.

The fractional order Chua’s circuit is described by

0Dq1
t x(t) = α(y(t) − x(t) + ζx(t) − f (φM)x(t)),

0Dq2
t y(t) = x(t) − y(t) + z(t),

0Dq1
t z(t) = −βy(t) − γz(t),

0Dq1
t w(t) = x(t),

(10)

where q1, q2, q3, and q4 are the fractional orders determined
by the circuit. For both training and testing datasets, we
choose q1 = q2 = q3 = q4 = 0.97 [23]. The rest of
the parameters are given by α = 1/C2, β = 1/L1, γ =

R1/L1, and ζ = 1/R3. For the training dataset, we choose
R1 = 100/130KΩ, R2 = 100KΩ, and R3 = −200/3KΩ,
L1 = 10mH/s1−q1 , C1 = 1µF/s1−q2 , C2 = 10µF/s1−q3 , and
f (φ) = 3µS · s1−q4 , |φ| < 1Wb; f (φ) = 8µS · s1−q4 , |φ| > 1Wb.
For the testing dataset, f (φ) = 8µS · s1−q4 , |φ| > 1Wb is re-
placed by f (φ) = 7µS · s1−q4 , |φ| > 1Wb. In numerical sim-
ulations, we implement the method of solving fractal order
differential equations in Ref. 23. For this task, we choose
δt = 0.01s, and also generate 6100 time steps.

For all the three learning tasks described by differential
equations, their solutions at time step k define the input se-
quence sk, and the solutions at the next step, i.e., k + 1 define
the output sequence y?k . This setting is designed for the reser-
voir to predict forward evolution of time sequences. In testing
the reservoir performance, the input signal sk at k > G1 is set
to be the reservoir predicted output yk−1.

For the FX market forecast, the training dataset contains
the exchange rates of USD/CHF, NZD/USD, and AUD/USD
in the period from February 8, 2018 to May 19, 2022. The
testing dataset contains GBP/USD from February 12, 2022 to
May 19, 2022. The exchange rates are normalized to treat
them on equal footing. The normalized data is then denoised
by a discrete wavelet transform technique widely used in stock
market forecast [55]. In testing the performance of our quan-
tum reservoir computing, we use the raw data without normal-
ization or denoising in calculating the NMSE for the predic-
tion in Fig. 4.
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Supplementary Information
S-1. FX MARKET FORECAST

In the main text, we have presented the prediction results of GBP/AUD. Here, we carry out alternative tests where we take
two of AUD/USD, NZD/USD, and GBP/USD exchange rates as training data, and the other one for testing. The corresponding
results are illustrated in Fig. S1. The exchange rates are in the period from February 8, 2018 to May 19, 2022 and the learning
performance is tested from February 12, 2022 to May 19, 2022.

Our configured quantum reservoir prediction exhibits reasonable accuracy for both NZD/USD and AUD/USD, closely mim-
icking the actual curve. In both cases, the corresponding NMSE value is 10−5, indicating that our prediction has a relative error
of approximately 0.3% (i.e.,

√
NMSE ≈ 0.3%). It is noteworthy that the three exchange rates experience daily fluctuations of

approximately 2%. This suggests that with more quantum computing resources, quantum reservoir computing could potentially
provide a significant opportunity for arbitrage.

NZD/USD

AUD/USD

a

b

FIG. S1. FX market forecast. Here, we present the prediction results for NZD/USD and AUD/UD by configured quantum reservoir comput-
ing. Here, we take two of AUD/USD, NZD/USD, and GBP/USD exchange rates as training data, and the other one for testing. The solid and
dotted lines represent the actual exchange rate and the quantum reservoir prediction, respectively. In this application, we use 8 qubits for the
quantum reservoir.
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S-2. THE PERFORMANCE OF CLASSICAL RESERVOIR COMPUTING

In the main text, we set the number of nodes in the Echo State Network (ESN) to be Nnode = 6, which is equal to the number
of qubits. Our configured quantum reservoir computing is four orders of magnitude more accurate than the classical model for
both training and prediction errors. In this section, we investigate the effect of increasing Nnode and vary the spectral radius r
of the coupling matrix M, where the spectral radius r is the maximal eigenvalue of M. It has been previously reported that the
computational power of ESN is closely related to the spectral radius of the coupling matrix [24, 56]. We configure the coupling
matrix M using the same genetic algorithm and settings as the configured quantum reservoir computing. In our study, we set
r to {0.7, 0.8, 0.9} and generate the initial population of the genetic algorithm based on r, but we do not constrain the spectral
radius during training. We perform ESN on the deterministic learning tasks described in the main text, and Fig. S2a shows the
training loss, i.e., the NMSE on the training dataset. In the training iteration by the genetic algorithm, the decrease in the average
training loss of ESN is no longer systematic but the optimal training loss (Lopt) is considerably lower. For the Nnode = 60 case,
Lopt is 6.99 × 10−6, where r takes the value 0.9. For the Nnode = 120 case, the Lopt is 5.01 × 10−6, where r takes the value 0.8. In
the main text, we reported the optimal training loss Lopt = 0.1 with Nnode = 6. Hence, we observe that the optimal training loss
decreases with the increase of Nnode.

Although the training loss of the ESN with Nnode = 120 becomes smaller than the configured quantum reservoir computing
model (qubit number n = 6), the classical model with a large Nnode still has much worse prediction accuracy (four orders
of magnitude) than our configured quantum reservoir computing model for a large time, as shown in Fig. S2b. Increasing
Nnode from 60 to 120 does not improve the prediction accuracy much, and even leads to worse performance for longer times,
indicating that the classical model lacks transferability even with a large Nnode. In contrast, quantum reservoir computing exhibits
a surprisingly high degree of transferability even with a small number of qubits n.

Training Loss

a b

Prediction Error

FIG. S2. The emergent quantum advantage with configured quantum reservoir computing. a, the average training loss during the
optimization iteration by the genetic algorithm with different Nnode and r. b, the reservoir prediction accuracy on the testing dataset. Here we
choose Nnode = 60 and 120 for ESN, and qubit number n = 6 for the quantum model. The setting of the genetic algorithm for optimization is
identical for all cases, for the fairest comparison. The examined learning tasks and the parameter setting are the same as used in Fig. 5b of the
main text, except larger number of reservoir nodes are used here.

S-3. INFORMATION ENCODING PROTOCOL

In this section, we demonstrate that using the Pauli-σ̂X basis for information encoding results in significantly higher
learning performance compared to using the Pauli-σ̂Z basis. In the main text, our encoding protocol is given by
⊗

din/2
j=1

[ √
1 − sk(2 j − 1) |+〉 + e−isk(2 j)

√
sk(2 j − 1) |−〉

]
, where j indexes the qubits, sk(. . .) are elements of the sk vector, and |±〉

represent the eigenstates of the Pauli-σ̂X operator. To compare the two encoding protocols, we substitute |+(−)〉 with |0(1)〉,
which represent the eigenstates of the Pauli-σ̂Z operator, while keeping everything else unchanged. We then evaluate the pre-
diction errors of the two protocols and find that the Pauli-σ̂X protocol produces an error that is four orders of magnitude smaller
than that of the Pauli-σ̂Z protocol for a sufficiently long period, as illustrated in Fig. S3. This justifies the choice of encoding
basis used in the main text.
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Prediction Error

FIG. S3. Comparison of quantum reservoir prediction errors between two different encoding protocols in Pauli-σ̂X and Pauli-σ̂Z . The
entire computing process for both protocols is the same, except for the encoding basis. The examined learning tasks and parameter setting are
identical to Fig. 5b in the main text.

S-4. THE EFFECT OF PRIOR KNOWLEDGE

In the main text, the genetic algorithm (GA) is initialized with a population size of 200. Half of the population is generated
randomly by sampling the Hamiltonian parameters in Eq. (2), and the other half is obtained from Refs 13, 14, 19, and 31, with
25 initial populations provided for each type of four quantum reservoir models from the previous literature. Alternatively, we
can also randomly initialize the population without invoking any prior knowledge and the results are shown in Fig. S4. Quantum
reservoir computing with prior knowledge has a lower prediction error than the random initial case for an intermediate period of
time, but there is no significant difference.

Prediction Error

FIG. S4. Comparison of quantum reservoir prediction errors between random initial populations and initial populations with prior
knowledge. The entire computing process for both cases is identical, except for the initial populations. The examined learning tasks and the
parameter setting are the same as used in Fig. 5b.
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S-5. THE NUMERICAL RESULTS WITH QUBIT NUMBER n = 7

In the main text, the number of qubits in our configured quantum reservoir is n = 6. In this section, we present additional
numerical results for n = 7 qubits, which are illustrated in Fig. S5. In Fig. S5(a), we set G0 = 1000, G1 = 6000, and K = 6100.
As we increase the number of qubits to n = 7, the prediction error decreases, particularly for longer time periods, and NMSE
is approximately 10−5. We also examine longer prediction times in Fig. S5(b), where we use G0 = 1000, G1 = 6000, and
K = 6150. The prediction error for the quantum reservoir with n = 7 is an order of magnitude lower than that of n = 6. The
learning performance of the quantum reservoir improves as the number of qubits increases, suggesting that quantum reservoir
computing has the potential to provide greater computing power with additional quantum computing resources.

Prediction Error Prediction Error

a b

FIG. S5. Comparison of quantum reservoir prediction errors between n = 6 and n = 7. a , we set G0 = 1000, G1 = 6000, and K = 6100.
The NMSE is approximately 10−5. b , we set G0 = 1000, G1 = 6000, and K = 6150. The remaining parameters in these two figures are chosen
the same as used in Fig. 5b.


	Configured Quantum Reservoir Computing for Multi-Task Machine Learning
	Abstract
	Introduction
	The theoretical framework 
	The performance on multi-task learning
	Gene regulatory networks
	Fractional-order Chua's circuit
	FX market forecast

	The emergent quantum advantage
	Comparison with classical reservoir computing
	The origin of quantum advantage

	Conclusion
	Methods
	Encoding protocol
	Determination of the weights of the linear regression model
	Training of the quantum reservoir by a genetic algorithm
	Training and testing datasets

	Acknowledgement
	References
	FX market forecast
	The performance of classical reservoir computing
	Information encoding protocol
	The effect of prior knowledge
	The numerical results with qubit number n=7


