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Cold atoms in an optical cavity have been widely used for quantum simulations of many-body
physics, where the quantum control capability has been advancing rapidly in recent years. Here,
we show the atom cavity system is universal for quantum optimization with arbitrary connectivity.
We consider a single-mode cavity and develop a Raman coupling scheme by which the engineered
quantum Hamiltonian for atoms directly encodes number partition problems (NPPs). The pro-
grammability is introduced by placing the atoms at different positions in the cavity with optical
tweezers. The NPP solution is encoded in the ground state of atomic qubits coupled through a
photonic cavity mode, that can be reached by adiabatic quantum computing (AQC). We construct
an explicit mapping for the 3-SAT and vertex cover problems to be efficiently encoded by the cavity
system, which costs linear overhead in the number of atomic qubits. The atom cavity encoding is
further extended to quadratic unconstrained binary optimization (QUBO) problems. The encoding
protocol is optimal in the cost of atom number scaling with the number of binary degrees of freedom
of the computation problem. Our theory implies the atom cavity system is a promising quantum
optimization platform searching for practical quantum advantage.

Introduction.— Quantum optimization aims at uti-
lizing quantum fluctuations to solve difficult binary
optimization problems. The idea is to encode the
computation solution into the ground state of certain
programmable quantum many-body Hamiltonian sys-
tems. Their ground states can be prepared using
quantum adiabatic or variational principles, for exam-
ple with AQC [1] or quantum approximate optimiza-
tion algorithms (QAOA) [2]. It has wide applications
including protein folding [3], simulating molecular dy-
namics [4], and modeling wireless communication net-
works [5]. While quantum optimization may not solve
NP-complete or NP-hard problems at polynomial costs,
it is widely expected to exhibit significant quantum
speedup over classical computing [6, 7], and recent stud-
ies have shown the quantum dynamics are less vulnerable
than classical searching algorithms to trapping at local
minima, a standard obstacle for finding the optimal solu-
tion [8, 9]. Quantum optimization protocols could benefit
from even more drastic quantum speedup with machine
learning based quantum algorithm configuration [10–13].
A fascinating route to implement quantum optimiza-

tion has been provided by Rydberg atom arrays [14].
This atomic system naturally encodes maximum inde-
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pendent set problems on unit disk graphs [5]. A quan-
tum wiring approach has been developed to mediate arbi-
trary connectivity, which makes the Rydberg atomic sys-
tem a generic QUBO solver despite its finite interaction
range [15, 16]. Tremendous research efforts have been
devoted to this system in recent years with remarkable
progress accomplished [8, 17–21]. The Rydberg system
has become a prominent platform to achieve quantum
advantage in practical applications [8, 15, 16, 19, 20].
However, one key limitation of this system is its quantum
coherence time for the encoding Rydberg qubits involve
highly excited atomic states, whose quantum coherence
is fundamentally affected by blackbody radiation [22] and
electromagnetic noise [23].
In this work, we consider a system of cold atoms

in an optical cavity, whose experimental technology
has been advancing rapidly in recent years [24–30],
and develop a novel quantum optimization scheme for
generic QUBO problems with arbitrary connectivity us-
ing atomic ground states. The long-rang atomic inter-
actions mediated by cavity photons in this system natu-
rally encode NPPs, having direct applications in multi-
processor scheduling of parallel computations and large
scale truck delivery management [31]. Introducing a se-
ries of auxiliary squarefree integers, we show that 3-SAT
and vertex cover problems can be efficiently encoded by
the atom cavity system, where the cost of atom number
scales linearly with number of binary degrees of freedom
of the computation problem, in contrast to the quadratic
scaling in the corresponding Rydberg encoding [15, 16].
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FIG. 1. Cavity QED setup for solving number partition problem. (a) Atoms are coupled to a high finesse optical cavity.
The single-photon Rabi frequency 2gi for the i-th atom is individually programmable by controlling the position of the atom
with an optical tweezer. The atoms are illuminated by two additional beams, which are in a plane transverse to cavity axis, to
generate the two Raman couplings. (b) The atomic level diagram. The qubit levels |↑⟩ and |↓⟩ are coupled to |e⟩ by the same
cavity mode with detunings ∆+∆F and ∆, respectively. By applying two coupling beams Ω1,Ω2, and setting their detunings
as Ω1/Ω2 = (∆+∆F )/∆, we construct two Raman processes that couple |↑⟩ to |↓⟩ with equal two-photon Rabi frequencies gR.
The detuning δ is chosen to be much larger than gR to suppress transitions generating multiple cavity photons. As we tune
δm to 0, the four-photon processes become resonant. (c) Diagram of the resonant four-photon processes. These consist of two
Raman processes with opposite detuning, and correspond to σ̂+

i σ̂+
j , σ̂−

i σ̂−
j , σ̂+

i σ̂−
j , and σ̂−

i σ̂+
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Based on this scheme, we construct an encoding scheme
where QUBO problems with arbitrary connectivity are
mapped to the atom cavity system. The overhead in the
cost of atom number in representing QUBO problems
has a quadratic scaling in our scheme, which is already
optimal. With our theory, the atom cavity system has
a potential to become a universal quantum optimization
platform to demonstrate practical quantum advantage.

Solving NPP by cold atoms in an optical cavity.
Given a set of n positive integers, S = {p1, p2, ..., pn},
NPP is to divide the set into two subsets A and A in or-

der to minimize the imbalance I =
∣∣∣∑i∈A pi −

∑
j∈A pj

∣∣∣ .
In order to map this computation problem to a quantum
system, we rescale the integers in S by their maximum
pmax, and introduce λj = pj/pmax. The solution to NPP
corresponds to the ground state of an Ising Hamiltonian,

ĤNPP = (
∑n

i=1 λiσ̂
x
i )

2
, (1)

where σ̂x
i is the Pauli-x matrix for the i-th qubit. The

measurement of σ̂i
x being positive (negative) encodes the

i-th integer, pi, given to A (A). The physical implemen-
tation requires the coupling between two qubits, say as
labeled by i and j, to be λiλj , which is nonlocal.

The required Hamiltonian ĤNPP with nonlocality has

natural realization with atoms interacting with cavity
photons. The key idea is to utilize a cavity-mediated
four-photon process to realize the desired interactions in
Eq. (1). We considerN three-level atoms in a high-finesse
optical cavity (Fig. 1). The qubit is encoded by the two
ground states |↑⟩ and |↓⟩ with an intrinsic energy split-
ting ℏ∆F . Both ground states are coupled to the excited
state |e⟩ by the cavity photons ℏω, with detunings of
∆+∆F and ∆, respectively. The atoms are individually
trapped by optical tweezers with programmable relative
positions to the standing-wave cavity mode, leading to
programmable atom-cavity coupling strengths. Denot-
ing the single-photon Rabi frequency at anti-nodes as
2g0, the coupling strength of the i-th atom at position
Xi is given by 2gi = 2g0 sin(QXi), with Q the cavity-
mode wave-vector. By manipulating the atom positions,
we reach a programmable coupling gi = λig0.

In order to realize the Raman coupling between |↓⟩ and
|↑⟩, we send in two side coupling beams to off-resonantly
couple |↓⟩ (|↑⟩) to |e⟩ with frequencies ω1 (ω2) and Rabi
frequencies Ω1 (Ω2), as shown in Fig. 1(b). The Hamil-
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tonian Ĥexp of such system is given by

Ĥexp/ℏ = ωâ†â−
N∑
i=1

{ω0 |↓⟩i⟨↓|+ (ω0 −∆F ) |↑⟩i⟨↑|}

+
∑
i

{Ω1 cos(ω1t) |e⟩i⟨↓|+Ω2 cos(ω2t) |e⟩i⟨↑|+ h.c.}

+
∑
i

λig0 {â |e⟩i⟨↓|+ â |e⟩i⟨↑|+ h.c.} , (2)

where â† (â) is the creation (annihilation) operator of the
cavity mode. Here ∆F is the hyperfine splitting between
the two ground states |↑⟩ and |↓⟩, the energy zero point
is set at the level of |e⟩, ω is the cavity mode frequency,
and ω0 is the frequency of the transition |↓⟩ → |e⟩. The
detunings are organized as ω1 = ω0 +∆+∆F − δ − δm,
ω2 = ω0+∆−∆F −δ, and ω = ω0+∆. The atom number
N is equal to the number of integers (n) to divide for
NPP.

After rotating wave approximation and adiabatically
eliminating the excited state (Supplementary Material),
each side coupling beam combined with the cavity mode
forms a detuned Raman coupling between the two ground
states, described by the Hamiltonian,

Ĥ ′
exp/ℏ ≈ δâ†â+ δ̃m

∑
i

σ̂z
i (3)

+
∑
i

λi

{
(gR,1â+ gR,2â

†) |↓⟩i⟨↑|+ h.c.
}
,

where the two-photon couplings are given by λigR,1 =
Ω1λig0/2(∆ + ∆F ) and λigR,2 = Ω2λig0/2∆, respec-

tively, σ̂z is the Pauli-z operator, and δ̃m describes the
spitting between the ground states AC-Stark shifted by
the coupling beams. By setting Ω1/Ω2 = (∆ + ∆F )/∆,
we achieve equal coupling strengths gR,1 = gR,2 ≡ gR.

When |gR/δ| ≪ 1, both two-photon processes are sup-
pressed. The two Raman processes have opposite detun-
ings ±δ since one of them absorbs a cavity photon while
the other emits one. Therefore, the four-photon process
connecting two Raman couplings becomes resonant. As
shown in Fig. 1(c), the total four processes realize the
full λiλj σ̂

i
xσ̂

j
x coupling. For example, at the leftmost of

Fig. 1(c), a Raman process λigR,1σ̂
+
i â

† of the i-th atom
and a λjg

∗
R,1σ̂

−
j â process of the j-th atom can form a

resonant process λigR,1σ̂
+λjg

∗
R,1σ̂

−. Even when the cav-
ity is in vacuum states, the spins can still interact with
each other via exchanging virtual photons through the
cavity. Together with the other three similar processes
that conserve the cavity photon number (see Fig. 1(c)),
the system could realize the terms of σ̂+

i σ̂
+
j , σ̂

−
i σ̂

−
j , σ̂

+
i σ̂

−
j

and σ̂−
i σ̂

+
j . Since these four processes have equal coupling

strengths, this leads to an effective Hamiltonian,

Ĥeff/ℏ =

N∑
i=1

δ̃mσ̂z
i + g4

(
N∑
i=1

λiσ̂
x
i

)2

, (4)

Both δ̃m and g4 are dynamically tunable in experiments
with constraints |Ω1,2| ≪ |∆|, and |gR|, |δ̃m| ≪ |δ|.

To reach the many-body ground state of ĤNPP, we ap-
ply the AQC protocol in the following way. First, we be-
gin with a finite detuning δ̃m(t = 0) and set g4(t = 0) = 0
by turning off the coupling beams Ω1 and Ω2. The ground
state at this point is a trivial product state |↓⟩⊗n

that can
be easily prepared by optical pumping with high fidelity.
Then we adiabatically ramp the Hamiltonian following
a path s(t) that goes from zero to unity. That is, we

control the detuning as δ̃m(t) = [1−s(t)]δ̃m(0). Simulta-
neously, we ramp the intensity of the two incident lasers
to the desired value as Ω1(2)(t) =

√
s(t)Ω1(2), so that

g4(t) = s(t)g4. Finally, the solution to the NPP prob-
lem is obtained by measuring the atomic spins in the
Pauli-σ̂x basis. There are several ways to improve the
success probability of AQC, for example with optimiz-
ing the Hamiltonian path [10–13] or by iterative reverse
annealing schemes [32–34].
For solving NPPs, besides our atom cavity proposal,

there are also other candidate systems or protocols such
as trapped ions [35], and Grover search in a central spin
setup [36]. Our proposing atom cavity realization is ex-
pected to be more scalable for its convenience in increas-
ing atom numbers. The theory we shall develop below
may well be used to show all these systems have poten-
tial to solve generic quantum optimization with arbitrary
connectivity. Nonetheless, we mainly consider the atom
cavity system in this work.
Encoding for 3-SAT. We consider a 3-SAT problem

with n variables x1, . . . , xn, andm clauses f1, . . . , fm [37].
The 3-SAT problem is defined by two m × 3 matrices I
and B, with

fj = (xIj,1 ⊕Bj,1) ∨ (xIj,2 ⊕Bj,2) ∨ (xIj,3 ⊕Bj,3) (5)

where I contains integers from 1 to n, and B contains
binary values. The idea is to map the 3-SAT problem to
the atom cavity Hamiltonian in Eq. (1). We introduce

ai =
√
αm+i +

∑m
j:xiinfj

√
αj

bi =
√
αm+i +

∑m
j:xiinfj

√
αj , (6)

cj = dj =
√
αj

with αp the p-th squarefree integer, starting from 1. Here,
we have i ∈ [1, n], and j ∈ [1,m]. The numbers {ai},
{bi}, {cj}, and {dj} form a setR, which contains 2n+2m
numbers, to be referred to as rk(I,B), with k ∈ [1, 2n+
2m]. Solving 3-SAT problem is equivalent to finding a
subset of R with its numbers added up to a target,

T (n,m) =
∑n

i=1

√
αm+i + 3

∑m
j=1

√
αj , (7)

or more specifically solving
∑

k ykrk(I,B) = T (n,m)
with yk taking binary values (0 or 1). This equivalence
is guaranteed by the property of linear independence of
radicals obeyed by the squarefree integers [38] (Supple-
mentary Materials).
The 3-SAT problem now becomes optimizing

min{yk} (
∑

k ykrk(I,B)− T (n,m))
2
, (8)
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which directly maps onto the atom cavity system
(Eq. (1)). The optimization here only involves local fields
and interactions of the factorized form of rkrk′ as existent
in the cavity system. The additional requirement for en-
coding 3-SAT compared to NPP is the control over Rabi
frequency for each atom, which is feasible to the atom
cavity system through local addressing for each atom.

The ground state y⋆k can be obtained by performing
AQC. With our scheme, a 3-SAT with n variables and m
clauses would cost 2n + 2m atoms. The corresponding
atom number overhead in this encoding is

Overhead = n+ 2m. (9)

The 3-SAT solution is directly given by xi = y⋆i .
We remark here that vertex cover problems can also

be encoded by the atom cavity system in a similar way
as 3-SAT (Supplementary Materials).

We also mention that in computation theory, an al-
ternative approach has been developed to construct the
equivalence between NPP and 3-SAT, by using a series
of integer-power of fours (4p) [39], instead of squarefree
integers. This would then require the atom couplings to
grow exponentially with the atom number or to be expo-
nentially precise, which is problematic for experimental
implementation of large scale computation. This problem
is absent in our construction using squarefree integers.

Encoding for QUBO. QUBO is to minimize a
quadratic objective function of binary variables with no
constraints [40]. It corresponds to finding the ground
state of an Ising model of n classical spins (si = ±) on a
graph [41],

E({si}) =
∑
i,i′>i

Jii′sisi′ (10)

Mapping this Ising model on a physical system requires
engineering non-local interactions, which is challenging
to implement in experiments. Although the atom cav-
ity system has long-range interactions (λiλi′ in Eq. (4)),
their form does not necessarily match Jii′ . The num-
ber of free parameters in J scales quadratically with the
number of Ising spins, whereas it scales linearly with the
atom number for the interactions of the atom cavity sys-
tem. This implies the minimal number of encoding atoms
has to scale quadratically with n.
We now develop a protocol for mapping the QUBO

problem to the atom cavity system. To proceed, we first
adopt the parity encoding, introducing bii′ = sisi′ [42].
Treating (ii′) as a one single site of a square lat-
tice (with size n × n), the interactions in J then be-
come local fields, with a cost of introducing constraints
bii′bii′+1bi+1i′+1bi+1i′ = 1 [42]. The total number of
these independent constraints is (n − 1)(n − 2)/2. We
then rewrite the constraints in terms of 3-SAT formula,

(β ∨ xii′ ∨ xii′+1) ∧ (β ∨ x̄ii′ ∨ x̄ii′+1)

∧ (β ∨ xi+1i′+1 ∨ xi+1i′) ∧ (β ∨ x̄i+1i′+1 ∨ x̄i+1i′)

∧ (β̄ ∨ x̄ii′ ∨ xii′+1) ∧ (β̄ ∨ xii′ ∨ x̄ii′+1) (11)

∧ (β̄ ∨ x̄i+1i′+1 ∨ xi+1i′) ∧ (β̄ ∨ xi+1i′+1 ∨ x̄i+1i′),

with xii′ = (bii′ + 1)/2, and β an introduced auxiliary
variable. Taking all constraints into account, we have a 3-
SAT problem with n′ = (n−1)2 variables, andm′ = 4(n−
1)(n − 2) clauses. The corresponding defining matrices
Iconst and Bconst are directly given according to Eqs. (5)
and (11).
As shown above, the 3-SAT formula are equivalent to

the optimization problem in Eq. (8). Now, the QUBO
problem becomes optimizing

min


n(n−1)/2∑

k=1

Jkyk (12)

+M

2(n′+m′)∑
k=1

ykrk(Iconst, Bconst)− T (n′,m′)

2


with the first n(n− 1)/2 elements of yk representing xii′ ,
and Jk representing Jii′ correspondingly. Here, energy
penalty term M > 0 should be sufficiently large to en-
force the required constraints. For practical AQC, it is
suggested to start from a moderate M, and check for
convergence upon its increase.
Since the optimization in Eq. (12) only involves local

fields and interactions of the factorized form of rkrk′ , it
maps directly to the atom cavity system. The solution of
QUBO can be efficiently decoded from yk using the algo-
rithm developed for parity encoding [43]. The overhead
in the cost of atom number for the QUBO problem is

Overhead = 2(n− 1)(5n− 9)− n. (13)

The quadratic scaling of the overhead is already optimal.
We thus have a universal atom cavity based quantum
optimization solver for generic QUBO problem, with the
scaling of the cost of atom numbers being optimal. We re-
mark here that the atom cavity solver for QUBO problem
does not require arranging the atoms in a regular two-
dimensional array. Our scheme fully exploits the form of
the non-local interactions of the cavity system.
Discussion.— We develop a universal quantum op-

timization architecture based on cold atoms in an op-
tical cavity. A Raman scheme is constructed using
four-photon processes, where the cavity photon induced
atomic interactions naturally encode NPPs. We find 3-
SAT and vertex cover problems can also be efficiently
encoded by the atom cavity system, at a linear cost of
atom number, which is in contrast to the quadratic over-
head in the Rydberg encoding [15, 16]. Based on the
encoding scheme for 3-SAT, we further design an atom
cavity architecture for generic QUBO problems with ar-
bitrary connectivity. The atom number overhead for en-
coding QUBO has quadratic scaling, which is optimal for
QUBO. We anticipate the atom cavity system to provide
a compelling platform for quantum optimization having
wide applications in academia and industry [44]. With
our theory, the cavity system has a potential to become
a universal quantum optimization platform to demon-
strate practical quantum advantage. The decoherence of
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this system is mainly from the finite atomic excited state
lifetime and the photon leakage, both of which are con-
trollable by the two-photon detuning. Their tradeoff sets
the limit of the quantum coherence time T . A worst-
scenario estimate gives g4T ∝ η1/2/N , with η the cavity
cooperativity (Supplementary Material). The quantum
coherence can be further improved by considering more
advanced techniques such as cross cavities, by which we
have g4T ∝ η3/2 in the large atom number limit. This
implies that our scheme is scalable, and that the coher-

ence time can be systematically improved by advancing
the cavity engineering technology.
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H. Wang, and Y. Wang, Journal of combinatorial opti-
mization 28, 58 (2014).

[41] G. E. Santoro, R. Martoňák, E. Tosatti, and R. Car,
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Supplementary Material

S-1. EFFECTIVE ATOMIC COUPLINGS BY THE RAMAN SCHEME IN THE OPTICAL CAVITY

We derive the effective atomic couplings introduced in the main text in this section. The original experimental
Hamiltonian is

Ĥexp/ℏ =ωâ†â+
∑
i

{−ω0 |↓⟩i⟨↓|+ (−ω0 +∆F ) |↑⟩i⟨↑|}

+
∑
i

{Ω1 cos(ω1t) |e⟩i⟨↓|+Ω2 cos(ω2t) |e⟩i⟨↑|+ h.c.}

+
∑
i

λig0 {â |e⟩i⟨↓|+ â |e⟩i⟨↑|+ h.c.}

, (S1)

where the frequency definitions are given in Fig. 1 in the main text, and the energy zero point is set to E(|e⟩) = 0.
Here we neglect the effects of Ω1(2) driving the transition |↑⟩ (|↓⟩) → |e⟩. We also assume that the atoms are tightly
trapped along the propagation direction of the coupling beams Ω1,2, so that the phases of the coupling beams are

identical across the entire atomic ensemble. We decompose the Hamiltonian into Ĥexp = H0 + V1 + V2, where

Ĥ0/ℏ ≡ ωâ†â+
∑
i

{−ω0 |↓⟩i⟨↓|+ (−ω0 +∆F ) |↑⟩i⟨↑|} , (S2)

V̂1/ℏ ≡
∑
i

{Ω1 cos(ω1t) |e⟩i⟨↓|+ λig0â |e⟩i⟨↑|+ h.c.} , (S3)

V̂2/ℏ ≡
∑
i

{Ω2 cos(ω2t) |e⟩i⟨↑|+ λig0â |e⟩i⟨↓|+ h.c.} . (S4)

In the following we assume, |Ω1| ∼ |Ω2| ∼ |λg0| ≪ |∆| ∼ |∆F |, and treat V̂1 and V̂2 as perturbations. We first

perform a rotating wave transformation through Û1 = exp(iT̂rot,1t/ℏ), where

T̂rot,1/ℏ = ωâ†â−
∑
i

{ω1 |↓⟩i⟨↓|+ ω |↑⟩i⟨↑|} . (S5)

This results in the Hamiltonian in the rotating frame, after rotating wave approximation (RWA),

Ĥrot,1/ℏ = Û1ĤexpÛ
†
1 + i

(
∂tÛ1

)
Û†
1

=
∑
i

{(ω1 − ω0) |↓⟩i⟨↓|+ (ω − ω0 +∆F ) |↑⟩i⟨↑|}

+
∑
i

{
Ω1

2
|e⟩i⟨↓|+ λig0â |e⟩i⟨↑|+ h.c.

}
+ Û1V̂2Û

†
1

. (S6)

We then perform a Van-Vleck transformation Ĥ ′
rot,1 = e−iŜ1Ĥrot,1e

iŜ1 , with

Ŝ1 =
∑
i

[
iΩ1/2

ω1 − ω0
| ↓⟩i⟨e|+

iλig0
ω − ω0 +∆F

â†| ↑⟩i⟨e|+ h.c.

]
. (S7)

It follows that

Ĥ ′
rot,1/ℏ =

∑
i

{(ω1 − ω0) |↓⟩i⟨↓|+ (ω − ω0 +∆F ) |↑⟩i⟨↑|} (S8)

+
∑
i

[(
Ω2

1/4

ω1 − ω0

)
|↓⟩i ⟨↓|+

(
λ2
i g

2
0

ω − ω0 +∆F

)
â† |↑⟩i ⟨↑| â

]
+

1

4

∑
i

[
Ω1λig0(ω + ω1 − 2ω0 +∆F )

(ω1 − ω0)(ω − ω0 +∆F )
â† |↑⟩ ⟨↓|+ h.c.

]
+ e−iŜ1Û1V̂2Û

†
1e

iŜ1 (S9)
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With the frequencies ω1 = ω0 +∆+∆F − δ − δm, ω2 = ω0 +∆−∆F − δ, ω = ω0 +∆, and |δ|, |δm| ≪ |∆|, |∆F |, the
crossing terms between V̂1 and V̂2 are all far off-resonant. We then have e−iŜ1Û1V̂2Û

†
1e

iŜ1 ≈ Û1V̂2Û
†
1

We now perform a second rotating wave transformation through Û2 = exp(iT̂rot,2t/ℏ), with

T̂rot,2/ℏ = −
∑
i

{(ω − ω1) |↓⟩i⟨↓|+ (ω2 − ω) |↑⟩i⟨↑|} . (S10)

The transformed Hamiltonian reads as

Ĥrot,2/ℏ =
∑
i

{(ω − ω0) |↓⟩i⟨↓|+ (ω2 − ω0 +∆F ) |↑⟩i⟨↑|} (S11)

+
∑
i

[(
Ω2

1/4

ω1 − ω0

)
|↓⟩i ⟨↓|+

(
λ2
i g

2
0

ω − ω0 +∆F

)
â† |↑⟩i ⟨↑| â

]
+

1

4

∑
i

[
Ω1λig0(ω + ω1 − 2ω0 +∆F )

(ω1 − ω0)(ω − ω0 +∆F )
e−i(ω1+ω2−2ω)tâ† |↑⟩ ⟨↓|+ h.c.

]
+
∑
i

{
Ω2

2
|e⟩i⟨↑|+ λig0â |e⟩i⟨↓|+ h.c.

}
. (S12)

Introducing a second Van-Vleck transformation Ĥ ′
rot,2 = e−iŜ2Ĥrot,2e

iŜ2 , with

Ŝ2 =
∑
i

[
iΩ2/2

ω2 − ω0 +∆F
|↑⟩i ⟨e|+

iλig0
ω − ω0

â† |↓⟩i ⟨e|+ h.c.

]
, (S13)

we obtain

Ĥ ′
rot,2/ℏ =

∑
i

{(ω − ω0) |↓⟩i⟨↓|+ (ω2 − ω0 +∆F ) |↑⟩i⟨↑|} (S14)

+
∑
i

[(
Ω2

1/4

ω1 − ω0

)
|↓⟩i ⟨↓|+

(
λ2
i g

2
0

ω − ω0 +∆F

)
â† |↑⟩i ⟨↑| â

]
+
∑
i

[(
Ω2

2/4

ω2 − ω0 +∆F

)
|↑⟩i ⟨↑|+

(
λ2
i g

2
0

ω − ω0

)
â† |↓⟩i ⟨↓| â

]
+

1

4

∑
i

[
Ω1λig0(ω + ω1 − 2ω0 +∆F )

(ω1 − ω0)(ω − ω0 +∆F )
e−i(ω1+ω2−2ω)tâ† |↑⟩ ⟨↓|+ h.c.

]
+

1

4

∑
i

[
Ω2λig0(ω + ω2 − 2ω0 +∆F )

(ω − ω0)(ω2 − ω0 +∆F )
â† |↓⟩ ⟨↑|+ h.c.

]
(S15)

In a proper rotating wave frame, the effective Hamiltonian takes a form

H ′
exp/ℏ

≈ δâ†â

+
∑
i

{
−δm

2
|↓⟩i⟨↓|+

1

4

[(
Ω2

1

∆+∆F

)
|↓⟩i⟨↓|+

(
Ω2

2

∆

)
|↑⟩i ⟨↑|

]}
+

1

2

∑
i

{(
Ω1λig0
∆+∆F

)
â† |↑⟩i⟨↓|+ h.c.

}
+

1

2

∑
i

{(
Ω2λig0

∆

)
â† |↓⟩i⟨↑|+ h.c.

}
, (S16)

where we have assumed the cavity photon number is negligible. This could be guaranteed by choosing |δm| ∼
|Ω1,2λig0/∆| ≪ |δ| ≪ |∆|, |∆F |. In the atom cavity system, it is reasonable to set ∆ ∼GHz, ∆F = 6.8 GHz (for 87Rb
atoms), and Ω1,2 ∼ δ ∼ 102 MHz, and g0 ∼ 10 MHz. The resultant energy splitting between |↑⟩ and |↓⟩ is

2δ̃m =
δm
2

+
Ω2

2

4∆
− Ω2

1

4(∆ +∆F )
(S17)
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With gR,1 ≡ Ω1g0/2(∆ +∆F ), gR,2 ≡ Ω2g0/2∆, the Hamiltonian above can be written as

Ĥ ′
exp/ℏ ≈ δâ†â+ δ̃m

∑
i

σ̂i
z

+
∑
i

{
λigR,1â |↓⟩i⟨↑|+ λigR,2â

† |↓⟩i⟨↑|+ h.c.
}
.

(S18)

We assume |gR,1(2)| ≪ |δ|, and perform another Van-Vleck transformation to decouple the cavity mode, e−iŜ3Ĥ ′
expe

iŜ3 ,
with

Ŝ3 =
1

δ

∑
j

[
iλjgR,1â

† |↑⟩j⟨↓| − iλjgR,2â |↑⟩j |↓⟩+ h.c.
]
. (S19)

With Ω1/Ω2 = (∆+∆F )/∆, we have gR,1 = gR,2 ≡ gR. This leads to a fourth-order effective Hamiltonian

Heff = δ̃m
∑
i

σ̂z
i + g4

(∑
i

λiσ̂
x
i

)2

, (S20)

where g4 = −g2R/δ.

S-2. SCALING ANALYSIS OF THE QUANTUM COHERENCE TIME

In the four-photon Raman scheme, the decoherence is introduced by the finite lifetime of the atomic excited state and
the cavity photon leakage. Here, we give a scaling analysis and show that the quantum coherence time is determined
by the cavity cooperativity. First, both of the driving beam and the cavity photons induce AC-Stark shift to the
ground states |↑⟩ and |↓⟩. Due to the spontaneous emission, the shifted ground states have effective lifetime according
to the imaginary part of the AC-Stark shift. In our proposal, we assume cavity photons are virtually excited to
mediate atomic interactions, so the photon number is negligible, i.e., ⟨â†â⟩ ≈ 0. The ground state linewidth induced
by the Raman coupling is then approximately given by

γ1 ∼ Ω2

∆2

Γ

2
, (S21)

where Ω ∼ Ω1,2, ∆, Γ, represent the Rabi frequencies of the Raman coupling, the single-photon detunings, and the
linewidth of the excited state, respectively. Second, the spontaneous emission also generates a non-zero imaginary
part of the two-photon coupling Rabi frequency ∼ gR(Γ/2∆), and leads to an imaginary part of the four-photon Rabi
frequency γ2 ∼ g4(Γ/∆). Third, the cavity photon leakage generates a non-zero imaginary part of the four-photon
Rabi frequency γ3 ∼ g4(κ/2δ), where κ is the cavity linewidth. The worst-scenario estimate corresponds to putting
the system always in its brightest state, leading to an upper-bound of the decoherence rate given by the sum of the
three terms, γ = γ1 + γ2 + γ3.

With an approximate expression for the four-photon Rabi frequency g4 ∼ (Ωg0/2∆)2/δ, the relative decoherence
rates of the three terms are as follows.

γ1
g4

∼ 2δΓ

g20
=

8

η

δ

κ
, (S22)

where η = 4g20/Γκ is the cavity cooperativity. The other two decoherence rates are

γ2
g4

∼ Γ

∆
, (S23)

and
γ3
g4

∼ κ

2δ
. (S24)

It is now clear that the γ2 can be efficiently suppressed by large single-photon detunings. At the same time, there is
a trade off between γ1 and γ3. The best performance is achieved when γ1 = γ3, i.e., δ/κ =

√
η/4, which is reasonable

in experiments with η ≳ 100. Then we have the quantum coherence time, up to a coeffcicient of order unity,

Ng4T ∼ 1

γ
∼ 1

4

√
η. (S25)
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Main cavity 𝜂Side cavity 𝜂side

FIG. S1. Side cavity setup for scaling up. Compared to the scheme described in the main text, the atoms are placed in an
additional side cavity with cooperativity ηside. The coupling beams are sent along with the tweezer beams for local addressing.
The photons scattered by the atoms are captured by the side cavity and participate in the coherent interaction again, leading
to an effective boost to the cooperativity of the main cavity. The atoms are placed at the anti-nodes of the side cavity to
achieve the best performance allowed by the collective radiation of the atoms into the cavity mode.

The quantum coherence time in the scheme above scales with atom number as 1/N . This deteriorates when N
becomes larger. We thus provide an alternative scheme to improve the scalability of our scheme, by putting the atoms
at the anti-nodes of a side-cavity, as shown in Fig. S1. The coupling beams Ω1,2 are sent in along with the tweezer
beams for local addressing. We follow Ref. [45] and model the atomic spontaneous emission as the coupling beam
photons being scattered by the atoms. With all of the atoms placed at the anti-nodes of the side cavity, the scattering
is suppressed by a factor of

1

[1 +NηsideLa(∆/Γ)]
2
+ [NηsideLd(∆/Γ)]

2 , (S26)

where ηside is the cooperativity of the side cavity, La(x) = 1/(1+4x2) and Ld(x) = −2x/(1+4x2) are the Lorentzian
absorptive and dispersive lineshapes. The suppression of the atomic spontaneous emission results in an effective boost
of the cooperativity of main cavity. In other words, a large part of the scattered photons are captured by the side
cavity and interact with the atoms again. By choosing Γ/∆ ≪ 1 in the experiments, the boost factor has a simplified
expression, [

Nηside
Γ

2∆

]2
(S27)

in the large N limit. As a result, the quantum coherence time is improved to

Ng4T ∼ 1

4

√
ηNηside

Γ

2∆
. (S28)

Assuming the same cooperativity of the side cavity as the main cavity ηside = η, this results in an N -independent
coherence time (in the large N limit)

g4T ∼ Γ

8∆
η3/2. (S29)

This holds in the limit of NηsideΓ/∆ ≫ 1. Considering 87Rb atoms, one parameter choice is Γ = 2π × 6 MHz, and
∆ = 2π × 2.4 GHz. With that, we could keep g4T to be larger than 130 for a system of 400 atoms, taking η = 5000,
where g4 ≈ 2π × 140Hz. These estimates for the cross cavity indicate the system is promising for achieving scalable
quantum advantage in solving quantum optimization problems.
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S-3. MORE DETAILS ABOUT ATOM CAVITY ENCODING FOR 3-SAT

As introduced in the main text, we consider a 3-SAT problem with n variables x1, . . . , xn, and m clauses
f1, . . . , fm [37]. We introduce a binary vector x ≡ (x1, . . . , xn) for a compact notation. The 3-SAT problem is
defined by two matrices I and B, with

fj = (xIj,1 ⊕Bj,1) ∨ (xIj,2 ⊕Bj,2) ∨ (xIj,3 ⊕Bj,3) (S30)

where I contains integers from 1 to n, and B contains binary values. The 3-SAT problem is to find x that satisfies

f1 ∧ f2 . . . ∧ fm (S31)

We define a set R, whose number elements are

ai =
√
αm+i +

m∑
j:xiinfj

√
αj

bi =
√
αm+i +

m∑
j:xiinfj

√
αj , (S32)

cj = dj =
√
αj

with αp the p-th squarefree integer, starting from 1. We have i ∈ [1, n], and j ∈ [1,m]. The number elements of R
are denoted as rk with k ∈ [1, 2n+2m]. Here, we shall prove that solving the 3-SAT problem is equivalent to solving

2n+2m∑
k=1

ykrk = T (S33)

with yk taking binary values (0 or 1), and T =
∑n

i=1

√
αm+i + 3

∑m
j=1

√
αj . We introduce y ≡ (y1, . . . , y2n+2m).

Here, the equivalence means the solution of Eq. (S33) can be decoded from the solution of 3-SAT in Eq. (S30), and
vice versa.

The proof contains two steps. First, we shall prove a forward statement—if x is a solution for the 3-SAT in
Eq. (S30), then there is a corresponding solution y (with yk∈[1,n] = xk) for Eq. (S33). Second, we shall prove the
reverse statement—if y is a solution for Eq. (S33), then there is a corresponding solution x (with xk∈[1,n] = yk) for
Eq. (S30). We present a constructive proof below, where the decoding recipes from x to y, and from y to x are also
given.

Now, we prove the forward statement. Suppose x is a solution for the 3-SAT in Eq. (S30), then we introduce
yk∈[1,n] = xk, and yk∈[n+1,2n] = xk−n. We have

2n∑
k=1

ykrk =
∑
i

xiai + xibi =
∑
i

√
αm+i +

∑
j

√
αj

 ∑
i:xiinfj

xi +
∑

i:xiinfj

xi

 .

Since x is a solution for all fj = 1, the summation

lj ≡

 ∑
i:xiinfj

xi +
∑

i:xiinfj

xi


takes values of 1, 2, or 3 (note that each clause in 3-SAT contains three literals). For the three cases with lj = 1, 2,
and 3, we choose (y2n+j = 1, y2n+m+j = 1), (y2n+j = 1, y2n+m+j = 0), and (y2n+j = 0, y2n+m+j = 0), respectively.
For all the three cases, we have

2n+2m∑
k=1

ykrk =

n∑
i=1

√
αm+i + 3

m∑
j=1

√
αj ,

meaning Eq. (S33) is satisfied.
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Then, we prove the reverse statement. Suppose y is a solution for Eq. (S33), then we have

yi + yn+i = 1, for i ∈ [1, n] ∑
i:xiinfj

yi +
∑

i:xiinfj

yn+i

+ y2n+j + y2n+m+j = 3 (S34)

for the linear independence of radicals obeyed by the squarefree integers [38]. It is then guaranteed that yi = yn+i.
We now choose xi = yi, then we have ∑

i:xiinfj

xi +
∑

i:xiinfj

xn+i

+ y2n+j + y2n+m+j = 3.

It follows that  ∑
i:xiinfj

xi +
∑

i:xiinfj

xi

 = 1, 2, or 3, for all j.

This implies the clauses (fj) are all satisfied.

S-4. ENCODING FOR VERTEX COVER PROBLEM.

Besides the 3-SAT problem and QUBO problem, we find that the vertex cover problem, one representative graph
problem, can also be encoded efficiently by the atom cavity system.

A vertex cover of a graph is a set of vertices that touches every edge of the graph. The vertex cover problem is to
decide if a given graph G = (V,E) has a vertex cover of size κ. The problem is NP-complete.

We consider a graph G(V,E) with n vertices [V = (v1, . . . , vn)], and m edges [E ≡ (e1, . . . , em)]. Corresponding to
the vertices, we introduce n numbers,

ai =
√
αm+1 +

∑
j:i∈ej

√
αj , i = 1, . . . , n.

Corresponding to the edges, we introduce m numbers,

bj =
√
αj , j = 1, . . . ,m

These numbers (ai and bj) form a set R with size n+m. The number elements are denoted as rk with k ∈ [1, n+m].
Solving the vertex cover problem is equivalent to solving

n+m∑
k=1

ykrk = T, (S35)

with yk taking binary values (0 or 1), and T = κ · √αm+1 +
∑m

j=1 2 ·
√
αj . The proof of their equivalence is similar

to the 3-SAT encoding in Sec. S-3.
First, suppose the graph G has a vertex cover of size κ, we prove there is a corresponding solution to Eq. (S35).

We describe the configuration of the vertex cover by a binary vector x = (x1, x2, . . . xn), where xi = 1 or 0, represents
whether the i-th vertex belongs to the vertex cover or not. We then have

∑
i

aixi = κ
√
αm+1 +

∑
j

√
αj

 ∑
i:i∈ej

xi

 .

By the definition of vertex cover, the summation lj ≡
∑

i:i∈ej
xi for each edge (labeled by j) is 1 or 2. We choose y

by letting yi∈[1,n] = xi, and yn+j = 1 (yn+j = 0) for lj = 1 (lj = 2). We then have

n+m∑
k=1

ykrk =
∑
i

aixi +
∑
j

bjyn+j = κ
√
αm+1 +

∑
j

√
αj lj +

∑
j

√
αjyn+j = κ · √αm+1 +

m∑
j=1

2 · √αj .
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This means Eq. (S35) is satisfied.
Second, suppose Eq. (S35) has a solution y, we prove there is a corresponding solution to the vertex cover problem.

For the linear independence of radicals obeyed by the squarefree integers [38], we have

n∑
i=1

yi = κ∑
i:i∈ej

yi = 1 or 2 for all j. (S36)

We then select the vertices (labeled by i) of the graph G with yi = 1. This forms a set with size κ, and every edge
contains one or two vertices selected, which means this vortex set is a vertex cover of size κ.
Now, we have proved that the vertex cover problem is equivalent to the problem in Eq. (S35), which has the same

form as the problem in Eq. (S33) constructed for the 3-SAT. This means the vertex cover problem also maps to the
atom cavity system. The atom number overhead for encoding the vertex cover problem is linear,

Overhead = m. (S37)
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